MATH 320 NOTES, WEEK 2

Recall: Let V' be a vector space, W C V is a subspace iff 0 € W, and W
is closed under vector addition and multiplication.

Some trivial examples: both {5} and V' are subspaces of V.

Let us recall some more set theoretic notation:

e Intersection: ANB = {z |z € Aand z € B}
e Union: ANB={z|x€ Aorxe B}
e Set difference: A\ B={z |z € A and = ¢ B}
Recall the key theorem that W is a subspace of V iff 0 € W, and W is

closed under both vector addition and scalar multiplication. We can actually
show the last two at once:

Corollary 1. W is a subspace of a vector space V over F iﬁﬁ e W, and
forallx,y e W and c € F', we have cx +y € W.

Proof. Exercise.

]
Definition 2. A matriz A € M, ,(F) is called skew-symmetric iff A* = —A.

Example. Show that the set of all skew-symmetric n by n matrices is a
subspace of My, »(F).

Theorem 3. Suppose that W1 and Wy are two subspaces of a vector space
V. Then their intersection W1 N Wy is also a subspace.

Proof. We have to check the three requirements of being a subspace hold
for Wl N WQ.

(1) 0 € Wy and 0 € W, so 0 € Wy N Wa.

(2) Suppose z,y € W1 N Wa. Since W is a subspace and z,y € W, we
have x + y € Wi. Also, since W5 is a subspace and =,y € Wy, we
have x +y € Ws. So x +y € W1 N Wha.

(3) Suppose x € W1 N Wy, c € F. Since W) is a subspace and = € W7,
we have cx € Wy. Also, since W5 is a subspace and = € Ws, we have
cx € Wy. So cx € Wi N Ws.

O

Remark 4. Similarly, any intersection of subspaces Wi N Wa... N W, is a
subspace.

Question: What about W7 U Wy?

This question motivates the following definition:
1
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Definition 5. Let Wy and Wy be two subspaces of V. Define the sum
W1+W2:{:L"—|—y|:x6W1,y€W2}.

Lemma 6. If Wy and Wy are two subspaces of V', then W1 4+ Wy is also a
subspace.

Proof. 0=0+0¢ Wi+ Wa.
Suppose that x € Wy + Wa,y € W1 + W5 and ¢ is a scalar. Then

e r = 11 + x9 for some 1 € Wi and 29 € Wy and
e y = y1 + yo for some y; € W7 and yo € Wo.

So, cx+y = c(x14+x2)+(y1+y2) = cr1+cratyr1+y2 = (cx1+y1)+(croty2) €
Wi+ Wa.
O

Definition 7. Let W1, Wa, and V' be vector spaces. We say that
V=W eW
if
(1) V=Wi+ W3 and
(2) WinNnWy = {0}
We say that W1 & Wy is the direct sum of Wi and Ws.

Exercise: Let W be the space of all symmetric matrices in My 2(F'), and
let Wy be the space of all skew-symmetric matrices in Ms 2(F'). Suppose also
that the characteristic of F' is not two. Show that M o(F) = W @ Wa.

Proof. First we show that Mao(F) = Wi + Wa. Clearly Wy + Wy C

Mso(F). Now, suppose that A € Myo(F). Say A = <CCL Z) Then

a ote 0 b=c
A:<b+c §>+<cb (2]>EW1+W2.
2 2

Next we have to show that Wi N Wy = {6} Suppose that A € W N Wa.
Then A = A" = —A. So for any entry of A, a;; = —a;; = 0, since the
characteristic of F' is not 2. Then A = O.

O

Exercise: Let V be a vector space, and x,y € V.

(1) Show that {ax | @ € F'} is a subspace of V.
(2) Show that {ax + by | a,b € F'} is a subspace of V.

Section 1.4 Linear Combinations

We start with the key notion:
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Definition 8. Suppose that V is a wvector space over F and S C V is
nonempty. A vector x € V is a linear combination of vectors in S, if

T = a1v1 + agv2 + ... + apvy

for some vectors vi,...,v, in S and scalars aq, ...,a, in F.
The span of S, Span(S) is the set of all linear combinations of vectors in
S.

Also define Span(@) = {0}.

Examples. Consider R?.

(1) Span({(1,0),(0,1)}) =

(2) Span((1,0)) = {(a,0) | ac R}
(3) Span((1,1)) = {{a,a) | a € R};
(4) Span((17.17)) = Span((1. 1))
(5) Span({{1,1),(0,2)}) = R*;

For a vector space V, if V' = Span(S), we say that S generates V or
that S spans V.

Theorem 9. Let V be a vector space and S C V. Then Span(S) is a
subspace. Moreover, Span(S) is the smallest subspace containing S i.e. if

W is a subspace of V with S C W, then Span(S) C W.

Proof. Let us first check that Span(S) is a subspace, by verifying that the
three requirements for a subspace hold. If S = ), then Span(S) = {0},
which is clearly a subspace. So, assume that S is nonempty.

(1) Using that S is nonempty, pick any vector x € S. Then
0 = 0z € Span(S).

(2) For closure under vector addition, suppose that x,y € Span(S).

Then for some vectors vy, ..., Uy, W1, ..., Wk in S and scalars a1, ...., a,, b1, ..

we have that
T = a1v1 + agv + ... + apvy,, and y = bywi + bows + ... + bpwy.
Then
T4y =ajv1 + agvy + ... + apvy + biwy + baws + ... + brwy € Span(S).

(3) For closure under scalar multiplication, suppose that x € Span(S)
and c is a scalar. Then for some vectors vy, ...,v, in S and scalars
ai, ..., an, we have that

T = aiv1 + agvy + ... + anvy,.

Then cx = cajvy + cagve + ... + capv, € Span(S).

It follows that Span(S) is a subspace of V.
Now, for the second part of the theorem suppose that W is a subspace of
V and S C W. We have to show that Span(S) C W.

e bk?
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Let z € Span(S). Then x = ayv; + agvs + ... + anvy,, where vy, ..., v, are
vectors in S and a1, ..., a,, are scalars. By closure under scalar multiplication
a;v; € W, for each i < n. And by closure under vector addition the sum
zeW. O

Example. R3.

e The vectors (1,0,0),(0,1,0), and (0,0,1) span R3.
e The vectors (1,1,1),(0,—2,0), and (0,1,1) span R3.

Example. Polynomials
e The polynomials 22, z, and 1 span P(R).
e The polynomials 22 + z + 1,522 and 1 span P»(R).
e The polynomials z + 1 and 2z span P;(R). Note that this is a
subspace of Py(R).
e The polynomials 1,z, 22 23, ...,2", .... span P(R).

Example. Matrices

e The matrices ( ) < , < ) <8 g’) span Ma 2 (R).

e The matrices < > (O é) and ( > span the space of all
R).

symmetric matrices in Mg a(

e The matrices < ) and (0 > span the space of all diagonal

matrices in My 2(R)



